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Graph generation tasks

Task 1: Realistic graph generation
• Generate graphs that are similar to a given set of graphs
• Auto-regressive Models
• Variational Autoencoders (VAEs)
• Generative Adversarial Networks (GANs)

Task 2: Goal-oriented graph generation
• Generate graphs that optimize given objectives [Focus of this paper]
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What can they do?

✓Produce optimal graphs for some given goals in practical applications

Discover the molecules with the best 
drug characteristics

Design neural architectures with the 
excellent performance
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Current methods
✓VAE/GAN + RL (Guimaraes et al. 2017; Baker et al. 2017; Zoph et al. 2018; Cao and Kipf 2018; 

Bojchevski et al. 2018; You et al. 2018; Zhavoronkov et al. 2019; Jin, Barzilay, and Jaakkola 2020a)

• 5K evaluated molecules (Guimaraes et al. 2017; Cao and Kipf 2018)

• 12.8K trained nets (Zoph et al. 2018)

✓Graph-to-graph translation (Jin et al. 2019; Jin, Barzilay, and Jaakkola 2020b）

• 34K∼99K evaluated molecular pairs (Jin et al. 2019)

✓Continuous optimization over latent space (Gomez-Bombarelli et al. 2018; Kusner, Paige, and 
Hernandez-Lobato 2017; Dai et al. 2018; Qi et al. 2018; Jin, Barzilay, and Jaakkola 2018; Samanta et al. 
2019; Zhang et al. 2019; Luo et al. 2018)

• high-dimensional nature of the continuous latent space, e.g.,196 dimensions
• 3K∼90K evaluated molecules (Jin, Barzilay, and Jaakkola 2018; Samanta et al. 2019)

• 1K∼5K trained neural architectures (Luo et al. 2018; Zhang et al. 2019)

✓Bayesian optimization over graph space (Ramachandram et al. 2018; Kandasamy et al. 2018; Jin, 
Song, and Hu 2019)

• hand-crafted kernels for specific applications

Overall, current models still need many evaluations. 4



Graph evaluations are usually so expensive!

✓computation resource, time, money, energy, and environment.
• When evaluating the classification performance of a single deep VGG 

network, the training phase on a system equipped with four NVIDIA Titan 
Black GPUs takes 2∼3 weeks (Simonyan and Zisserman 2015).

• CO2 emission has reached 506∼760 lbs, which is roughly equivalent to a
round trip by a car from Los Angeles to Las Vegas.

• To evaluate the chemical properties of a single 9 heavy atom molecule 
via an expensive density functional theory (DFT) calculation on a single-
core processor takes around one hour (Gilmer et al. 2017). 

Carbon emission estimation model (Strubell, Ganesh, and McCallum 2019)

Such these high costs will become a bottleneck in practical applications.
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Our goal

To generate the optimal graphs at 
as low cost as possible 

Main idea: Bring the advantage of Bayesian optimization to the 
goal-oriented graph generation task 
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Proposed framework: Cost-Aware Graph Generation (CAGG)
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Representation of graphs

M

• A graph G with 𝑑𝑥 node types and 𝑑𝑦 edge types as consisting of four tuples (V, E, 

X, Y), where V is a set of nodes, E⊆(V×V) is a set of edges, and X ⊆ ℝ 𝑉 × 1+𝑑𝑥 and 

Y ⊆ ℝ 𝐸 × 1+𝑑𝑦 are the attribute matrices of all nodes and edges.

The attribute matrix of 
nodes (X)

The attribute matrix of 
edges (Y)

whether the node 
exists (0) or not (1)

whether the edge 
exists (0) or not (1)

𝒅𝒙 node types 𝒅𝒚 edge types 
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Surrogate model

✓Should avoid the hand-crafted kernel 

✓Should have the ability to approach f under a small number of evaluations

Embedding layer:

GNN layer:

Pooling layer:

Readout layer:     a MLP

Bayesian graph neural network 

The predictive distribution for a new graph G’:

Use the Monte Carlo dropout technology (Gal and 

Ghahramani, 2016) to deal with the integral:
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Surrogate model

✓To test the surrogate in a small sample setting

Better predictive performance

Good predictions and ranking 10



Generation model
✓ A two-phase training strategy

• The first phase is an unsupervised pre-training

We pre-train it on some graphs (e.g. 1,000) in a VAE 
framework by combining an encoder.

• The second phase is to learn the pre-trained model 
towards the given objectives. 

Non-differentiable and costly

Cheap and differentiable objective:

Probability template

Re-parameterization trick

Original objective：

Constraints
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Generation model

✓ Can good graphs be generated?

shift to the desired direction as the 
optimization goes on

Both phases contribute to reducing costs.
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Acquisition function

✓ Expected Improvement (EI) 

Predictive distribution calculated by 
the surrogate model 

Current optimal solution

✓ Choose a graph G’ to evaluate from the search space by
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Experiments

Methods Key technology

Gentrl (Zhavoronkov et al, 2019) VAE+RL

GCPN (You et al, 2018) RL

JTVAEBO (Jin et al, 2018) Continuous optimization 
over latent space

G2G (Jin et al, 2019a) Graph-to-graph 
translation

DGBO (Cui et al, 2019) Search algorithm from a 
given fixed search space

Methods Key technology

ResNet (He et al. 2016) Hand-crafted architecture

RS (Bergstra and Bengio 2012) Random search

REA (Real et al. 2019) Evolution search

REINFORCE (Williams 1992) RL

Top-3 methods in NASBench201 benchmark (Dong and Yang 2020) 

Multi-branch neural architecture search

Cell-based neural architecture search

Methods Key technology

RAND (Kandasamy et al. 2018) Random select

TreeBO (Jenatton et al. 2017) Bayesian optimization

NASBOT (Kandasamy et al. 2018) Bayesian optimization

Auto-Keras (Jin, Song, and Hu 2019) Bayesian optimization

NASGBO (Ma, Cui, and Yang 2019) It is built on DGBO to 
handle NAS task

✓Representative and state-of-the-art baselines
✓Same hardware environment equipped with a 
four-core Intel i5 processor

Molecular discovery
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Experiments

Molecular discovery Multi-branch neural architecture search

Cell-based neural architecture search

✓ Our method finds the comparable or optimal solution 
✓ Our method reduces the evaluation cost significantly 

(30%-95%).  
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Limitations and future work 

• How to relax the limit of the pre-fixed maximum number of nodes when 
generating graphs

• How to introduce the cost difference between graphs to further reduce 
the cost

• Handling other complex generative tasks and multi-objective situation 
are also promising extensions
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