
RESEARCH POSTER PRESENTATION DESIGN © 2019

www.PosterPresentations.com

• Goal-oriented graph generation models can produce optimal graphs for given objectives, beyond 

learning the distribution of an existing dataset. They can help many practical and challenging 

applications, such as discovering the molecules with the best drug characteristics and designing 

neural architectures with the excellent performance.

• Current models still need many evaluations.

• Graph evaluations are usually very expensive in terms of computation resource, time, money, 

energy, and environment.

• Such these high costs will become a bottleneck in practical applications.

Motivation

Goal

Experiments
• Baselines and Settings

✓ Representative and state-of-the-art baselines

✓ Same hardware environment equipped with a four-core Intel i5 processor

• Results on two challenging applications, including MOLECULAR DISCOVERY and NEURAL 

ARCHITECTURE SEARCH

✓ Our method finds the comparable or optimal solution 

✓ Our method reduces the evaluation cost significantly (30%-95%).  

Limitations and Future Work 

• How to relax the limit of the pre-fixed maximum number of nodes when generating graphs

• How to introduce the cost difference between graphs to further reduce the cost

• Handling other complex generative tasks and multi-objective situation are also promising 

extensions

• Goal: to generate the optimal graphs at as low cost as possible. 
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Cost-aware Graph Generation: A Deep Bayesian Optimization 
Approach

Solution

• Main idea is to bring the advantage of Bayesian optimization to the goal-oriented graph generation 

task.

• Proposed framework: Cost-Aware Graph Generation (CAGG)

• Representation of graphs: A graph G with 𝑑𝑥 node types and 𝑑𝑦 edge types as consisting of four 

tuples (V, E, X, Y), where V is a set of nodes, E⊆(V×V) is a set of edges, and X ⊆ ℝ 𝑉 × 1+𝑑𝑥 and 

Y ⊆ ℝ 𝐸 × 1+𝑑𝑦 are the attribute matrices of all nodes and edges.

M

The attribute matrix of nodes (X) The attribute matrix of edges (Y)

whether the node/edge exists (0) or not (1)

𝒅𝒙 node types 
𝒅𝒚 edge types 

• Surrogate model:

✓ Should avoid the hand-crafted kernel 

✓ Should have the ability to approach real expensive-to-evaluate black-box function under a small 

number of evaluations

We propose a Bayesian graph neural network as the surrogate.

Embedding layer:

GNN layer:

Pooling layer:

Readout layer:   a MLP

Use the Monte Carlo dropout technology to deal 

with the integral:

The predictive distribution for a new graph G’:

Better predictive performance

Good predictions and ranking

We test the proposed Bayesian graph neural network in the small sample setting.

Surrogate model: Bayesian graph neural network 

• Generation model

✓ Produce desirable graphs as candidates. 

✓ Constrain the search space to contain more good graphs, so as to avoid unnecessary evaluations.

We use a multi-layer deconvolutional net as generation model and design a two-phase training strategy

➢ A two-phase training strategy

① The first phase is an unsupervised pre-training

We pre-train it on some graphs (e.g. 1,000) in a VAE 

framework by combining an encoder.

Non-differentiable and costly

Cheap and differentiable objective:

Probability template

Re-parameterization trick

Original objective：

Constraints

② The second phase is to learn the pre-trained model 

towards the given objectives. 

Generation model 

Shift to the desired direction as the optimization goes on

Both phases contribute to reducing costs.

We test the trained generation model: Can good graphs be generated as search space?

• Acquisition function

✓ We use Expected Improvement (EI) function.
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